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Abstract

This thesis explores the differences between native and non-native texts in academic English. The analysis was conducted on a corpus built by gathering scientific articles in the field of linguistics, written by academics coming from six different language backgrounds (English – representing the native speakers; Croatian, German, Italian, Polish and Spanish – representing the non-native speakers). The corpus was examined with the help of corpus analysis software (TagAnt and AntConc). The aim of the research was to determine whether there are differences between the native and non-native academic authors’ writings. If such dissimilarities were to be found, the subsequent aim was to discover which forms they take, how salient they are and what they might indicate when it comes to characterizing the writings of the native and non-native speakers of English. The findings point to some differences with regard to some of the aspects analyzed in the two general batches of examined texts (i.e. native speakers vs non-native speakers).
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1. Introduction

The native versus non-native dichotomy has proved to be a controversial topic in the past couple of decades, whether it is focusing on the role that the existence of these differences (or the lack of them) have for understanding second language acquisition and learning a foreign language, understanding the influence of the mother tongue on the use of English as a second or foreign language, predicting the possible errors non-native writers might make, identifying the native language of an author in forensic linguistics, discussing and understanding attitudes towards native and non-native English teachers or applying all these findings in developing different language learning curricula specifically tailored for different groups of learners and their needs.

This dichotomy is a topic of interest especially in the context of English, the language of academia. Many studies have focused on examining the ‘nativeness’ factor in the English language, particularly in recent years and with the development of corpus analysis software and various natural language processing tools. However, investigating the similarities and differences of the writings of native and non-native academic professionals has only just begun in the past couple of years.

In this thesis, I will examine a self-built corpus consisting of 1 native and 5 non-native authors’ batches of texts with the help of concordance and POS tagging software, juxtapose the individual batches in several aspects and compare the results to those of previous studies in the field. The aim of this study is to explore scientific texts written in English by native and non-native academic professionals to see whether, in which way and to what extent do these writings differ.

I want to find out whether a global difference in used structures and styles in writing exists for different groups of highly educated people according to their linguistic background in order to understand whether it is possible to support the idea of the existence of ‘nativeness’ as a concept in writing. My hypothesis is that certain differences between the NSs and NNSs will be found when examining the corpora.
In line with what has been said, the paper is organized as follows:

Chapter 2 will provide a review of the existing studies in the field, focusing on several aspects of the native versus non-native writing in general and on the investigation of lexical bundles specifically. This will serve as a basis for what follows: building a corpus, establishing a methodology, analyzing and discussing data.

Chapter 3 will present the corpus built and used, the methodology, taxonomies and analyses applied to the corpus, as well as the results obtained from analyzing the corpus and different NS and NNS batches.

Chapter 4 will discuss and propose possible explanations for the results obtained through the corpus analysis.

Chapter 5, the last chapter of this thesis, will sum up the findings, discuss the original hypothesis in the light of new discoveries, provide a conclusion, state the limitations of the study and a few suggestions for further research.
2. Previous research

2.1. Native versus non-native writing

English has become the lingua franca of academia and research, even though its dominance might be slightly less pronounced in areas such as the social sciences and the humanities (Gnutzmann & Rabe, 2014). The impact that writing and publishing in English has on researchers is evident even from only skimming the list of projects and studies focused on the topic, such as “Publish in English or Perish in German?” by Gnutzmann & Rabe (2012)\(^1\) and “Linguistic Imperialism” by Philipson (1992) or from reading descriptions of English as a “Tyrannosaurus rex” (Swales, 1997, p. 374). This increasing “anglicization” in the academy (Gnutzmann & Rabe, 2014, p. 31) exerts different effects on researchers from both a social perspective (i.e., as regards attitudes, levels of stress and expectations) and a linguistic one (i.e. in terms of lexical preferences, collocational usage, syntactic patterns, stylistic preferences). Hence, apart from the widely recognized advantages of sharing an academic lingua franca, some concerns are being raised as to the potential disadvantages which the use of a (foreign) lingua franca might pose for non-native writers of research publications in English. The question of publishing in English and the native (NS) versus non-native speaker (NNS) dichotomy have become hotly debated topics in the field of applied linguistics in particular (Kuteeva & Mauranen, 2014).

Even expert NNS writers might not always be aware of the influence that cross-linguistic transfer\(^2\) exerts on their writings. This is where contrastive rhetoric (CR), a field of linguistic inquiry which focuses on the author’s first language and culture in order to explain their influence on his/her writing in a second language steps in. CR investigates writing, learning and using another language and culture (Atkinson, 2004). As Mauranen (1996) claims, “[t]he ‘logical’ progression of a text is […] not a straightforward reflection of a writer’s ability to think clearly, but a product of

---

\(^1\) *Publish in English or Perish in German (PPEG)* is an ongoing project investigating the current situation, problems and problem-solving strategies of German scientists publishing in English.

\(^2\) Jarvis & Pavlenko (2007) define cross-linguistic transfer as “the application of linguistic structure of a speaker’s native language in the context of a new, foreign language; on various levels” (in Berzak, Reichart & Katz, 2014).
culture and the textual resources of a language” (p. 195). Other authors also emphasize the importance of the effects that a writer’s culture and his or her ways of categorizing the world have on linguistic choices. Kramsch & Lam (2009) say that, when writing in another language, an author has to deal with “foreign ways of organizing the world through language” (p. 58). They also emphasize that both native and non-native speakers of a language need to be schooled into academic literacy, given that the conventions used in writing are very different from those used in spoken language. Citing Kachru (1988), who claimed that “different language speaking communities have developed different conventions of writing”, Hinkel (1994, p. 353) highlights the impact that a specific culture’s concepts have on its underlying characteristics of writing. Her experiment showed that authors from different linguistic backgrounds have different approaches not only to writing but also to the analysis of a piece of text. Based on the native speakers’ analyses of given texts, she claims that even “[t]he NNSs with many years of training in L2 writing do not seem to have the NS-like access to this common background knowledge and the contextual assumptions associated with L2 rhetorical notions and conventions and the appropriate rhetorical devices.” (Hinkel, 1994, p. 372). In line with all of these claims, Atkinson (2004) argues that culture needs to be given more attention in CR research, as it represents one of the factors influencing authors in such a way that the patterns of coherence in their texts can be classified as either native or non-native-resembling. One of the dichotomies the author puts forward is the “big versus small culture” opposition (Atkinson, 2004, p. 285), emphasizing the common habit of categorizing cultures on the basis of national backgrounds, while, she claims, the concept is much more complex and there are many more layers of cultures to be taken into account. In agreement with Atkinson and taking into account the differences the ‘small cultures’ might exhibit, the culture I have focused on in this research may be defined as that of academic professionals, or, even more specifically, the culture of bilingual academic linguists who publish in (at least) two languages. While Atkinson (2004) fears that as corpus linguistics tools are becoming more powerful and widespread the notion of culture will be given even less attention than it currently receives, I must disagree – if anything, corpus linguistics and the emergence of new tools might provide more possibilities to engage in contrastive rhetoric research than in the past. The research reported on here is an attempt at backing up this argument: the study aims to provide results and insights that could not have been uncovered without the use of corpus linguistics tools.
Related to the idea of a distinct disciplinary culture is the research conducted by Gnutzmann and Rabe (2014), who focused on the ESL demands posed by the characteristics of a specific discipline. They interviewed German researchers coming from four different disciplines and came to interesting conclusions and results which differ according to the field in question. It seems, then, that both the language choices and language demands for the non-native authors depend, to a significant extent, on the discipline they do research in. This is confirmed by Ebrahimi and Motlagh (2016), whose research into the textual devices used in research abstracts written by NSs and NNSs across four disciplines revealed that the choice and frequency of device selection is influenced by the discipline as well as by the ‘nativeness’ factor. Also, according to Muresan and Perez-Llantada’s (2014) study and similarly to McGrath’s (2014) research, NNSs in the social sciences base their language choices on more factors, including audience and research topic. These “ethnographically oriented research” findings (Gnutzmann & Rabe, 2014, p. 31) are important for analyzing results of any research on native versus non-native academic writing and, the authors argue, more attention should be given to disciplinary cultures as factors influencing writing styles and principles. However, as with cultural aspects, adherence to the conventions of a disciplinary culture does not automatically mean all the writings belonging to a certain category will exhibit the same characteristics, as there will always be a certain degree of individuality which cannot be pigeonholed. Nonetheless, even with the uniqueness of each and every text and its author is taken into account, some clusters of similarities are still expected to emerge, or as Becher puts it: “even between different institutions in the same system, the phenotypical variations can be substantial, but […] one can nonetheless clearly identify genotypical cultures in a particular setting” (Becher, 1994, p. 155, as cited in Gnutzmann & Rabe, 2014, p. 33). As the authors find this true for disciplinary cultures, I hope to find the same outcome in case of different linguistic backgrounds.

In their research, Gnutzmann & Rabe (2014) identified four main concepts of disciplines which affect linguistic choices and demands: rigidity of genre and language, different writing modes, language norms and nature of the data under study. As for the first concept - rigidity of genre and language - they found that writing is considered easier for the NNSs in those fields in which the structure is rigid and vocabulary limited, such as biology. In such fields, the language is much more formulaic, contains fixed phrases and a practice of recycling such constructions, as well as reusing prototypical sentences, templates and blueprints. As far as the field of linguistics is concerned, the interviewees’ reports seem to “reflect the position of linguistics between an
empirically experimental science and a more humanities-oriented discipline” (Gnutzmann & Rabe, 2014, p. 34) with some structure provided, but much freedom left to the author. Concerning the third concept - language norms - the results also differ, with linguistics falling somewhere in between reliance on the native speakers’ editorial process and the non-native authors’, reviewers’ and editors’ dominance. It is interesting to note that two interviewees reported they ask both natives and non-natives for proofreading – depending on the importance they give to their own articles. Bringing this into connection with my own research, I must note here that there are several articles in my corpora for which the authors stressed the fact they were not edited by native speakers. For other articles no editing information could be found and some were presumably edited by NSs. The corpora of NNS texts that were used for the study are therefore a combination of native- and non-native-edited papers.

Connected to the concept of language norms applied to the NNS texts and the NS editorial process is the study by Yli-Jokipii & Jorgensen (2004), who examined the post-editorial makeup of Danish and Finnish authors’ texts, or what they refer to as “academic journalesese” published in English. The native speakers had the task of editing these texts in order for them to successfully conform to the standards of UK English. The authors examined the linguistic changes (at the level of cohesion) altering the rhetorical characteristics (strategic aspects) of the texts and looked at the deletions and insertions made by the editors. Their motivation for the research originated from their own previous observations of differences between the relation of explicitness and implicitness in NNS writing and NS editing and from an interest in the differences between Danish and Finnish authors’ writings in English. They linked both to the cultural hypothesis stating that differences stem from different native language characteristics. For example, their expectation was that the Finnish writers would have problems with the use of the definitive article “the” as a rhetorical device, as they do not have an equivalent structure in their language. When examining the linguistic

3 Defined by the authors as a “relatively recent type of texts written by researchers or professionals with a background in research that is easily available to large audiences outside the academic world. In particular, (...), texts that are freely available on the Internet.” (Yli-Jokipii & Jorgensen, 2004, p. 342)

4 Explicitness was also one of the focal points of a study by Scarcella (1984) through which she concluded that cultural differences influence the linguistic devices chosen as well as the way in which they are used and that explicitness is not valued to the same extent among NNSs and NSs. However, the author questions to which extent her conclusions are generalizable to NNSs of different linguistic backgrounds.
changes, the authors focused on cohesive devices (ellipsis and deletion, repetition and insertion, reference-derived strategies and conjunction and embedding) as determinants of the degree of explicitness or implicitness of a text. The results of pre- and post-edited texts’ analysis showed that the editors employed both increasing and decreasing explicitness. No differences were found in the way that Danish and Finnish texts were treated nor were there differences concerning the problems the two authors’ groups encountered in their writing process or the errors exhibited in their final versions. Even the characteristics previously believed to belong to the Finnish writers were found to be shared by the Danish authors.

2.2. Lexical bundles

Lexical bundles, defined as “recurrent lexical sequences” (Biber & Conrad, 1999, p. 182) represent one of the main focuses of my research. Their significance for the present study is best underlined following Biber, Johansson, Leech, Conrad & Finegan (1999), who state that “...producing natural, idiomatic English is not just a matter of constructing well-formed sentences, but of using well-tried lexical expressions in appropriate places” (p. 990). The importance of studying lexical bundles as part of the research on formulaic language is evident not only in corpus and applied linguistics, but in the broader areas of psycholinguistics, cognitive science, first- and second-language acquisition, language instruction and evaluation and testing (O’Donnell, Romer & Ellis, 2013). Although some previous studies focused on examining the use of lexical bundles by student NNSs versus NSs (Adel & Erman, 2012; Chen & Baker, 2010; O’Donnell, Romer & Ellis, 2013) or by student versus expert writers (Chen & Baker, 2010; Cortes, 2004), Pan, Reppen & Biber (2016) were the first to directly address the relation of the use of lexical bundles by L1 and L2 academic professionals. In their paper on the comparison of patterns of L1 and L2 English academic professionals, they analyzed lexical bundles found in telecommunications research journals. Their results showed great differences on both structural and functional levels. As was already noted, no previous research on the differences between NS and NNS has been carried out.

5 The distinction between the first (L1) and second (L2) language reflects that between the native and non-native speaker. However, in this study, all of the authors (to my knowledge) learned English as a foreign language rather than as an L2.
on a sample of academic writers, thus it is no surprise that researchers disagree over whether there is a difference between academic and other writers (whether NSs or NNSs) concerning the use of lexical bundles and its relation to levels of English-language proficiency. Pan, Reppen & Biber (2016) only refer to the study by Perez Llantada (2014), in which L1 and L2 English professional writers were compared, with the results revealing register as one of the crucial determiners of lexical bundle usage. The other studies mentioned above (i.e. Chen & Baker, 2010 and Cortes, 2004, both based on samples with different proficiency levels) found that L1 English writers used more of both tokens and types of lexical bundles (Adel & Erman, 2012; Chen & Baker, 2010). However, some studies indicate that lower proficiency L2 writers use more lexical bundles than more expert L2 writers (Staples, Egbert, Biber & McClair, 2013), while on the other hand specific bundles tend to be less frequent in student than expert writings, regardless of the L1/L2 distinction. O’Donnell, Romer & Ellis (2013) looked at the frequency-defined and mutual information (MI)-defined formulas used to identify lexical bundles. The results of their study showed that expert NS and both NNS and NS graduate writers used more frequency-defined n-grams than NNS and NS undergraduate authors. The authors attributed these differences to the level of expertise as opposed to the native versus non-native dichotomy. Also, the MI scores showed that the use of specific formulas, or rhetorical devices, marks the difference between novice and expert writers rather than that between the NS and NNS. However, it is important to note that “different definitions of formulaic language produce different patterns of relationship with expertise and L1/L2 status” (O’Donnell, Romer & Ellis, 2013, p. 102). Interestingly, the authors found no differences between NSs and NNSs when it comes to the use of lexical bundles included in the Academic Formula List (AFL), suggesting that “learning these, for natives and non-natives alike, is akin to learning another language”, as “it takes a great amount of experience and instruction to become idiomatic in particular specialist genres of English for Academic Purposes” (O’Donnell, Romer & Ellis, 2013, p. 102). To sum up, all of the previous findings on the topic might be interpreted in terms of

---

6 Tokens represent frequencies, while types represent different categories of lexical bundles.
7 Mutual information (MI) is a measure of the dependence between two random variables. High MI is an indication of a large reduction in uncertainty about one random variable given knowledge of another; low MI indicates a small reduction; and zero MI indicates the variables are independent. (Latham & Roudi, 2009)
8 “The AFL includes formulaic sequences identified as (i) frequent recurrent patterns in corpora of written and spoken language, which (ii) occur significantly more often in academic than in non-academic discourse, and (iii) inhabit a wide range of academic genres.” (Simpson-Vlach & Ellis, 2010, p. 487)
lower– versus higher-level proficiency in academic writing rather than L1/NS versus L2/NNS proficiency (Romer, 2009).

There are different approaches when it comes to the analysis of the use of lexical bundles: comparing lists categorized by register or authors’ proficiency levels/age/gender/field of study; comparing their structural and functional traits; or studying their discourse functions. In their study, Pan, Reppen & Biber (2016) focused on the last two concepts: structural and functional traits, and discourse functions. They controlled for variables that might influence the research outcome: they examined only those texts coming from the same discipline and register – published academic research articles in the field of telecommunications – and made sure that the L2 authors shared the same linguistic background – the Chinese language. Their results revealed that L2 writers use more different lexical bundles than their L1 peers. When it comes to the structural types of the bundles used, it was found that L1 writers use more phrasal (NP and PP-based tokens) lexical bundles, while L2 writers use clausal (VP-based tokens) bundles more frequently. These results were backed up by the study conducted by Güngör & Uysal (2016), who extracted categorized lexical bundles from research articles according to the taxonomies of Biber, Johansson, Leech, Conrad & Finegan (1999) and Hyland (2008). The authors found that Turkish scholars overused clausal bundles, while their native peers relied more heavily on phrasal bundles. Comparing these results with those of previous studies investigating the connection between proficiency level and the use of lexical bundles (which show that novice L1 and L2 writers rely on clausal bundles, while experts rely on phrasal bundles), the authors argue that the developmental pathways of L1 and L2 writers can be seen as similar. In other words, it seems that the switch from clausal to phrasal style of writing happens as the writer’s proficiency level reaches a new stage, which is not an easy process for either the native or the non-native writer. Still, their study shows that L1 writers are at an advantage when it comes to the transition, even at the very high level of proficiency which characterizes all academic writers share. When it comes to comparing the functional characteristics of lexical bundles, the results indicate that L1 writers use more referential expressions than the L2 writers, an outcome also indicated by Chen & Baker (2010).

Pan, Reppen & Biber (2016) also found that L1 writers use fewer stance bundles than expected, while L2 writers use more than they would have predicted. The authors claim that in that

---

9 A similar design has been used for the present study; see section 3.1 Corpus and methodology.
way the L2 writers “demonstrate better control expressing the degree of doubt and certainty” (p. 69). However, it seems the non-native professionals also tend to use evaluative bundles composed of subjective adjectives, which may make them “vulnerable to violating discourse norms by making their writing appear too personal” (Pan, Reppen & Biber, 2016, p. 69). Looking at this on a more detailed level, that of specific functional subcategories, it is interesting to note that the authors attribute the rare use of section bundles\(^\text{10}\) by the L2 writers to a lack of strong audience orientation when compared to the L1 writers, a point already made by Scarcella (1984), who investigated attention-securing devices\(^\text{11}\) and found that NNSs have difficulties using them, and Silva (1993), who asserted that NNSs tend to underestimate the reader’s knowledge. Wrapping up their paper, Pan, Reppen & Biber (2016) conclude that the differences found cannot be attributed exclusively to either L1 versus L2 writing differences or to the novice versus expert writer dichotomies, but to an “interplay of L1 and expertise” (p. 70).

Another study centered on NNSs’ versus NSs’ use of lexical bundles is that of the already mentioned Chen & Baker (2010), who compared native expert writing, native student writing and L2 student writing. Their results indicated that L2 student writers used the smallest range of bundles, while at the same time overused certain lexical combinations, which their native peers, both novice and expert writers, rarely used. When looking at the L1 and L2 student writings compared to those of experts, it was found that both student groups underuse certain expressions and that, once again, they prefer using clausal to phrasal bundles, serving as evidence for the hypothesis that both NNS and NS writers share at least some features or stages of development when it comes to academic writing. Overall, Chen and Baker (2010) claim that the range of lexical bundles increases in terms of both types and tokens according to the writer’s stage of development or proficiency. However, they warn that this result might be related to corpus size, as larger corpora exhibits fewer lexical bundles, and that this might be one of the reasons their study disagrees with

---

\(^{10}\) The authors examine three section bundles (subcategory of research-oriented bundles), namely: *in the next section, in the previous section, in this section we*

\(^{11}\) The author looked into cataphoric reference, interrogatives, direct assertion, structural repetition, short, abrupt elements, sentence-initial adverb + verb sequence and historical context. She found that NNSs used 50% less of the listed elements and had a much smaller width of their range, some of the elements never being used at all. Also, she noticed that NNSs relied heavily on only two of these devices - historical context and direct assertion, using them differently from the NSs.
some outcomes of other studies, such as those by De Cock (2000) or Hyland (2008)\(^\text{12}\) and conclude that it is not possible to determine if a relationship exists at all between the frequency of bundles and proficiency.

Most of the other studies in the field center on the differences in the use of collocations, discourse markers and connectors as cohesion devices. As regards collocations, Durrant & Schmitt (2009) compared L1 and L2 student writing and found that NS authors use more of the low frequency collocations than do the non-native writers, while part of the non-natives also overuse strong collocations. The authors attributed these differences to the NNSs’ “conservatism” – a preference for common and more frequent items, which “creates the feeling that non-native writing lacks ‘idiomaticity’” (p. 175).

As for discourse markers, Muller (2004) emphasizes their importance as a feature that might differentiate native speakers’ writing from that of non-native speakers. Siepmann (2005) confirms this claim, with his research results indicating NNSs’ “unnatural writing as a result of overt errors and unusual frequency of occurrence of particular items” (p. xii). In order to avoid such “unnatural writing”, the authors must especially pay attention to cohesion, with connectors representing one of its essential devices. Inappropriate use of connectors might even cause problems in message communication and meaning transfer (Ma & Wang, 2016).

Cohesion is the main focus of the study on connector usage conducted by Granger & Tyson (1996) as part of their contrastive interlanguage analysis (CIA).\(^\text{13}\) The authors’ hypothesis that there is an over-usage of connectors in the case of French authors (which would be attributable to language transfer) was shown to be invalid. However, they noticed another pattern, i.e. NNSs displaying a tendency to overuse and underuse connectors according to their function (e.g., overusing corroborating connectors, underusing connectors for contrasting and developing an argument). The authors went a step further, presuming that these differences might even cause

\(^{12}\) Other reasons for the disagreement of results include the difference in dispersion requirements, and the inclusion or exclusion of certain types of bundles (e.g., while Hyland included topic-related ones in his research, Chen & Baker did not consider them).

\(^{13}\) CIA is an area of research "which involves comparing and contrasting what non-native and native speakers of a language do in a comparable situation. (...) the different non-native English varieties are compared with native speaker English and with each other. The results of this interlanguage analysis are then examined in the light of classic contrastive analysis of the native languages (...)" (Granger & Tyson, 1996, p. 18)
different types of argumentation to be attributable to the NSs and NNSs, but leaving it for further research. In another study of connector usage, Goldman & Murray (1989) found that NNSs displayed a greater tendency to erroneous use, while Ma & Wang (2016) in their study of L1 versus L2 student writing demonstrated that some of the connectors are used more frequently by the NNSs and sometimes even misused. It is interesting to note that the authors ask whether the low frequency of the NNSs’ use of “because” could be attributed to cultural differences, “since” being perceived as more formal than “because” by the Cantonese students, which once again takes us back to the issues of cross-linguistic transfer and cultural influence.

Bearing in mind all that was found and noted in previous research, a study aimed at exploring the characteristics of a self-built corpus was conducted. In the next chapter, this study’s corpus, methodology and the results of data analysis are presented.
3. The present study

3.1. Corpus and methodology

As noted by Blanchard, Tetreault, Higgins, Cahill & Chodorow (2013), even though a substantial body of research has been carried out as the interest in the field grows, there are consistency issues which tend to make it impossible to compare the results obtained. Different authors employ different approaches, datasets and languages. Thus, different authors might obtain different results even when using the same tools. As there is no general rule of thumb to be followed in order to carry out the research, it is important to control for variables which might exert an influence on the final outcomes. Granger & Tyson (1996) emphasize the necessity for the gathered data to be comparable and thus control it for 4 properties: type of learner (e.g. an EFL learner as opposed to an ESL writer), stage of advancement, text type and the comparison with a native corpus of comparable characteristics.

In the present study, the analyzed corpus contains 120 research articles published in English, grouped into 6 different batches of 20, according to the language background of the authors. In particular, 1 batch contains 20 research articles published by authors who are native speakers (NSs) of English, while the remaining 5 batches each include articles by authors that are native speakers of other languages and non-native speakers (NNSs) of English: respectively, Croatian, German, Italian, Polish and Spanish. More specifically, as far as the selection of authors and text to be included in the corpus was concerned, the following criteria were considered:

- For the NNS texts, only texts written by non-native English speaking authors who had also published a minimum of one article in their mother tongue were taken into account and included in the corpus;
- Only texts (written by either NSs or NNSs) presenting or discussing research in the field of linguistics were taken into account and included in the corpus;
- Only texts written by academic professionals and published in academic journals were used.

The list of all the texts used can be found in the Appendix.
The corpus characteristics are summed up in Table 1.

<table>
<thead>
<tr>
<th>Corpus components</th>
<th>Authors’ mother tongue</th>
<th>Word tokens per batch</th>
<th>Word types per batch</th>
<th>Number of texts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native speaker (NS) batch</td>
<td>English</td>
<td>135 483</td>
<td>9 701</td>
<td>20</td>
</tr>
<tr>
<td>Non-native speaker (NNS) batches</td>
<td>Croatian</td>
<td>130 883</td>
<td>9 537</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>German</td>
<td>150 564</td>
<td>9 811</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Italian</td>
<td>113 103</td>
<td>9 401</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Polish</td>
<td>121 696</td>
<td>8 756</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Spanish</td>
<td>100 748</td>
<td>7 360</td>
<td>20</td>
</tr>
<tr>
<td>Average NNS batch</td>
<td>-</td>
<td>123 398.8</td>
<td>8 973</td>
<td>20</td>
</tr>
<tr>
<td>Total corpus</td>
<td>-</td>
<td>752 477</td>
<td>24 953</td>
<td>120</td>
</tr>
</tbody>
</table>

Prior to the analysis, all the texts had to be preprocessed. Each and every one of the texts was converted from the original .pdf or .docx format into .txt format, examined and manually cleaned according to the following principles:

- Each corpus file contains: title, abstract, body of running text, captions and notes separated from the running body of text;
- Elements which had to be deleted include: quotations that are placed outside the body of text; examples that are given outside the body of text; text elements within figures and graphs;
- The sections and headers decided by the author were retained (e.g. 1. Introduction 2. Materials and methods 3. Discussion 4. Conclusion).

After preparing the corpus for analysis, each individual batch (English, Croatian, German, Italian, Polish, Spanish) and the whole merged NNS corpus were run through the AntConc 3.4.4w
2014 version concordance software and TagAnt 1.2.0w 2015 POS tagging software. AntConc was used to investigate word frequencies (with and without stop words – a list of function words self-built by merging several existing, acknowledged and publicly available lists), n-grams and concordances; while the TagAnt tool was used for POS tagging of the whole corpus. The POS tags types were counted by the AntConc’s concordance tool when necessary.

The lexical bundles were extracted from the corpora by using AntConc’s “N-grams” tool, with N=4 and the range (the number of texts in which a specific N-gram occurs) set to 15% of the total number of texts – 3 texts per each individual batch, 15 texts for the whole NNS batch and 18 texts for the complete corpus containing both NS and NNS batches. Table 2 shows the distribution of 4-grams before and after setting the range, while Figures 1 and 2 show screenshots of the AntConc’s analysis of frequency of 4-grams’ occurrence and their range after setting it to 15% of the total number of texts for the native and the whole non-native corpora respectively.

**Table 2: The distribution of 4-grams before and after setting the range to 15% of the total number of texts per corpus**

<table>
<thead>
<tr>
<th>Corpus components</th>
<th>Authors’ mother tongue</th>
<th>Number of 4-gram types (before)</th>
<th>Number of 4-gram tokens (before)</th>
<th>Number of 4-gram types (after)</th>
<th>Number of 4-gram tokens (after)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native speaker (NS) batch</td>
<td>English</td>
<td>130 453</td>
<td>135 423</td>
<td>261</td>
<td>1 357</td>
</tr>
<tr>
<td>Non-native speaker (NNS) batch</td>
<td>Croatian</td>
<td>122 384</td>
<td>130 823</td>
<td>286</td>
<td>1 574</td>
</tr>
<tr>
<td></td>
<td>German</td>
<td>140 737</td>
<td>150 504</td>
<td>303</td>
<td>1 636</td>
</tr>
<tr>
<td></td>
<td>Italian</td>
<td>106 518</td>
<td>113 043</td>
<td>269</td>
<td>1 414</td>
</tr>
<tr>
<td></td>
<td>Polish</td>
<td>114 167</td>
<td>121 636</td>
<td>242</td>
<td>1 307</td>
</tr>
<tr>
<td></td>
<td>Spanish</td>
<td>94 483</td>
<td>100 688</td>
<td>243</td>
<td>1 330</td>
</tr>
<tr>
<td>Total NNS batches</td>
<td>-</td>
<td>578 289</td>
<td>616 694</td>
<td>88</td>
<td>3 181</td>
</tr>
<tr>
<td>NNS average</td>
<td></td>
<td>115 657.8</td>
<td>123 338.8</td>
<td>268.6</td>
<td>1452.2</td>
</tr>
</tbody>
</table>

14 TagAnt was developed by Lawrence Anthony based on TreeTagger, a tool developed by Helmut Schmid. Both AntConc and TagAnt are publicly available as open-source programs at Laurence Anthony’s Website: [http://www.laurenceanthony.net/software.html](http://www.laurenceanthony.net/software.html)
Figure 1: AntConc screenshot - The frequency and range of 4-grams in the NS corpus
Figure 2: AntConc screenshot - The frequency and range of 4-grams in the NNS corpus (all 5 batches)
As we can see in Table 2, 261 types of 4-grams were identified in the native corpus, while 88 of them were counted in the non-native authors’ corpus when analyzed as a whole, comprising all of the 5 individual NNS batches. Thus, it could seem that the native speakers used more and a greater variety of lexical bundle types. However, the number of 4-gram types depends greatly on the size of the batch/corpus in question. In other words, the NS batch (20 texts) is not supposed to be comparable to the complete NNS batch (100 texts). After calculating the NNS average the number of 4-grams is almost exactly the same (261 for the NSs and 268.6 for the NNSs’ average). Hence, it can be argued that there seems to be no difference in the amount of bundles used when comparing the native and non-native writers.

Taking a look at the bundles extracted from the NNS corpus as a whole, it is interesting to note that 45 of them are shared between the NSs and NNSs. In other words, 51.1% of the NNS bundles occurred in the NS batch as well. These bundles are presented in Figure 3 (in alphabetical order).
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Figure 3: NNS lexical bundles occurring in the NS batch
If we disregard the range setting and look at the 100 most frequent 4-grams, we can see that 30% of the bundles are shared among the NNS and NS corpora. These bundles are presented in Figure 4 (in alphabetical order).

<table>
<thead>
<tr>
<th>applied linguistic and discourse</th>
<th>can be seen as</th>
<th>on the basis of</th>
</tr>
</thead>
<tbody>
<tr>
<td>as a foreign language</td>
<td>English as a lingua</td>
<td>on the one hand</td>
</tr>
<tr>
<td>as a lingua franca</td>
<td>for the purposes of</td>
<td>on the other hand</td>
</tr>
<tr>
<td>as an international language</td>
<td>in terms of the</td>
<td>on the part of</td>
</tr>
<tr>
<td>as well as the</td>
<td>in the case of</td>
<td>that there is a</td>
</tr>
<tr>
<td>at the beginning of</td>
<td>in the context of</td>
<td>the end of the</td>
</tr>
<tr>
<td>at the end of</td>
<td>in the use of</td>
<td>the nature of the</td>
</tr>
<tr>
<td>at the level of</td>
<td>it is important to</td>
<td>the other hand the</td>
</tr>
<tr>
<td>at the same time</td>
<td>it is possible to</td>
<td>the use of the</td>
</tr>
<tr>
<td></td>
<td>native speakers of English</td>
<td>the way in which</td>
</tr>
<tr>
<td></td>
<td>of English as a</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4: Most frequent lexical bundles occurring in both batches**

Next, the retrieved bundles were POS tagged by TagAnt and analyzed according to their structural and functional aspects.

### 3.2. Structural analysis of lexical bundles

The structural analysis of the 4-grams was done by employing the Biber, Conrad & Cortes’ (2004) taxonomy and with further reference to the *Longman's Grammar of Spoken and Written English* (Biber, Johansson, Leech, Conrad & Finegan, 1999). Biber, Conrad & Cortes (2004) divided the bundles into 3 types: bundles incorporating noun/prepositional-based or comparative expressions (phrasal bundles), those incorporating verb phrase fragments and those incorporating dependent clause fragments (both of which fall under the category of clausal bundles). In order for
the results of the analysis to be comparable, each batch (5 NNS + 1 NS) was analyzed individually. The top 100 bundles per batch were extracted, POS tagged and analyzed manually. The obtained results, which are presented in Figure 5, are in agreement with those of Biber, Conrad & Cortes (2004), who found that in academic prose phrasal bundles are used to a much greater extent than clausal ones. Considering the NS versus NNS structural distribution of bundles, it was found that the native authors use 9.5% more phrasal bundles and 50.5% less clausal bundles than the average non-native author. These results are in line with those of Pan, Reppen & Biber (2016) and Güngör & Uysal (2016), discussed in section 2.2. Examples of each of the types of the identified 4-grams are presented in Table 3.

Figure 5: Structural distribution of the first 100 most frequent 4-grams per batch
Table 3: Examples of structural categories and subcategories of the first 100 most frequent 4-grams per batch

<table>
<thead>
<tr>
<th>Structural type of bundle</th>
<th>Structural subcategory</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phrasal</td>
<td>NP-based</td>
<td><em>the fact that the, the meaning of the, the nature of the, the end of the, the results of the, the basis of the, the analysis of the, the use of the, a great deal of, a small number of</em></td>
</tr>
<tr>
<td></td>
<td>PP-based</td>
<td><em>on the other hand</em>, <em>in the case of</em>, <em>at the same time</em>, <em>on the basis of, in the context of, in terms of, for the purposes of, at the end of the, one of the most, at the beginning of</em></td>
</tr>
<tr>
<td></td>
<td>Comparative expressions</td>
<td><em>as well as the</em></td>
</tr>
<tr>
<td>Clausal</td>
<td>Incorporating verb phrase fragments</td>
<td><em>I would like to, it is clear that, it is important to, is based on the, can be regarded as, be used as a, is one of the, used to refer to, is an example of</em></td>
</tr>
<tr>
<td></td>
<td>Incorporating dependent clause fragments</td>
<td><em>that there is a, as we have seen, if we assume that, to be able to, that seem to be, in order to avoid</em></td>
</tr>
</tbody>
</table>

* occurring in all of the NS and NNS batches in the top 10 most frequently used 4-grams

---

15 For each (sub)category, the most common examples occurring in more than one batch are presented.
3.3 Functional analysis of lexical bundles

Like the structural analysis, the analysis of functional types of bundles was carried out following Biber, Conrad & Cortes’ (2004) categorization. Three possible discourse functions of lexical bundles were investigated: stance expressions, discourse organizers and referential expressions. Each of the categories is divided into subcategories. Examples of each of the categories and subcategories found in our corpus are presented in Table 4. In order to be able to classify each bundle as serving one of the three functions, it was necessary to examine their context by looking at their concordances. AntConc’s concordance tool was used for this purpose. The distribution of bundles’ function types is presented in Table 5 and Figure 6.

In addition and due to the results of the analysis, two subcategories had to be added to the referential type of bundles: purpose bundles and ‘subject-specific’ bundles (Jablonkai, 2010). The latter have already been defined in Cortes (2004 and 2008) as subject-bound bundles and context-dependent bundles, and in Hyland (2008) as research-oriented topic bundles.

Table 4: Examples of lexical bundles according to their function\textsuperscript{16}

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Stance expressions</td>
<td>a) Epistemic stance</td>
<td>Personal: no occurrences (\textit{e.g. I don’t know if})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Impersonal: \textit{the fact that the}</td>
</tr>
<tr>
<td></td>
<td>b) Attitudinal/modality stance</td>
<td>i. Desire</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Personal: no occurrences (\textit{e.g. I don’t want to})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ii. Obligation/directive</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Personal: no occurrences (\textit{e.g. I want you to})</td>
</tr>
</tbody>
</table>

\textsuperscript{16}For each (sub)category, the most common examples occurring in more than one batch are presented. Where no occurrences of a specific type of bundle were found in the corpus, a general example of the category is provided in brackets.
### Referential expressions

<table>
<thead>
<tr>
<th>3. Referential expressions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>a)</strong> Identification/focus</td>
</tr>
<tr>
<td><strong>b)</strong> Imprecision</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>c) Specification of attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>i. Quantity specification: <em>a small number of, a large number of</em></td>
</tr>
<tr>
<td>ii. Tangible framing attributes: <em>in the form of</em></td>
</tr>
</tbody>
</table>
| d) Time/place/text reference | iii. Intangible framing attributes:  
|                             | in the case of, the nature of  
|                             | the, the result of the  
| i. Place reference: in the United States  
| ii. Time reference: at the same time, at the beginning of  
| iii. Text deixis: as shown in the, be seen in table  
| iv. Multi-functional reference: at the end of, the end of the  
| e) Purpose | for the purposes of, in order to achieve  
| f) Subject-specific | English as a lingua, as a lingua franca, native speakers of English, English as an international, as a foreign language, English for academic purposes, of the native speaker, language learning and use, native and non-native, the teaching of English, Oxford international corpus of, Vienna Oxford international corpus, in the target language, as a second language, non-native speakers of |
Table 5: Functional distribution of lexical bundles

<table>
<thead>
<tr>
<th>Corpus components</th>
<th>Author’s mother tongue</th>
<th>Stance bundles</th>
<th>Discourse organizers</th>
<th>Referential expressions (subject-specific)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native speaker (NS) batch</td>
<td>English</td>
<td>10</td>
<td>14</td>
<td>76 (26)</td>
</tr>
<tr>
<td>Non-native speaker (NNS) batch</td>
<td>Croatian</td>
<td>13</td>
<td>25</td>
<td>62 (1)</td>
</tr>
<tr>
<td></td>
<td>German</td>
<td>17</td>
<td>26</td>
<td>56 (0)</td>
</tr>
<tr>
<td></td>
<td>Italian</td>
<td>5</td>
<td>23</td>
<td>72 (4)</td>
</tr>
<tr>
<td></td>
<td>Polish</td>
<td>17</td>
<td>16</td>
<td>67 (6)</td>
</tr>
<tr>
<td></td>
<td>Spanish</td>
<td>9</td>
<td>14</td>
<td>77 (15)</td>
</tr>
<tr>
<td>NNS average</td>
<td>-</td>
<td>12.2</td>
<td>20.8</td>
<td>66.8 (5.2)</td>
</tr>
</tbody>
</table>

Figure 6: Functional distribution of lexical bundles
The results of the functional analysis of lexical bundles generally show a similarity in their usage throughout individual batches, as well as when comparing the native batch to the average non-native one. The greatest difference is in the use of referential bundles, with native authors using an average of 11.6% more bundles of that type than the non-native writers. This finding is in line with those of Pan, Reppen & Biber (2016), Chen & Baker (2010) and Güngör & Uysal (2016). However, an interesting and salient contrast between the NS and NNS batches is revealed if we take a look at the usage of subject-specific bundles, a subcategory of referential bundles. In this case, the native authors used, overall, more than twice as much bundles than the average number of bundles found in the other subcorpora. When looking at individual batches, the difference is especially remarkable, with the Croatian and German batches together containing only 1 subject-specific bundle, as opposed to the 26 bundles of the native one.

3.4. Word frequencies in the corpora

If we take a look at individual word frequencies and compare the top 100 words occurring in our corpus, 74% of them are shared between the NSs and NNSs if stop words are included (Figure 7), while 47% are shared if stop words are excluded (Figure 8).

<table>
<thead>
<tr>
<th>I</th>
<th>J</th>
<th>K</th>
<th>L</th>
<th>M</th>
<th>N</th>
<th>O</th>
<th>P</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>can</td>
<td>into</td>
<td>or</td>
<td>they</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>about</td>
<td>case</td>
<td>is</td>
<td>other</td>
<td>this</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all</td>
<td>corpus</td>
<td>it</td>
<td>research</td>
<td>to</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>also</td>
<td>data</td>
<td>its</td>
<td>see</td>
<td>two</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>an</td>
<td>different</td>
<td>language</td>
<td>some</td>
<td>use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>and</td>
<td>discourse</td>
<td>linguistic</td>
<td>students</td>
<td>used</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>are</td>
<td>english</td>
<td>may</td>
<td>study</td>
<td>was</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>as</td>
<td>example</td>
<td>more</td>
<td>such</td>
<td>we</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>at</td>
<td>for</td>
<td>most</td>
<td>text</td>
<td>were</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>be</td>
<td>from</td>
<td>no</td>
<td>than</td>
<td>what</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>been</td>
<td>has</td>
<td>not</td>
<td>that</td>
<td>which</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>between</td>
<td>have</td>
<td>of</td>
<td>the</td>
<td>will</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>both</td>
<td>however</td>
<td>on</td>
<td>their</td>
<td>with</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>but</td>
<td>in</td>
<td>one</td>
<td>there</td>
<td>would</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>by</td>
<td>information</td>
<td>only</td>
<td>these</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7: 74% of the most frequently used words (including stop words) shared between NNSs and NSs
Figure 8: 47% of the most frequently used words (excluding stop words) shared between NNSs and NSs

3.5. POS tag analysis of the corpus

The part of speech analysis was done using the TagAnt’s tagging tool for tagging the whole corpus and AntConc’s concordance tool for counting the tags. NNS batches’ average POS tags were then calculated and used for comparison with the NS batch’s figures. POS distribution among the NS and the average NNS batches is presented in Figure 9.
Figure 9: POS distribution in the NS and NNS batches

Legend:

- **NN** – noun (singular/mass)  
- **NNS** – noun (plural)  
- **VV** – verb (base form)  
- **VVD** – verb (past tense)  
- **JJ** – adjective  
- **DT** – determiner  
- **RB** – adverb  
- **MD** – modal  
- **CC** – coordinating conjunction  
- **IN** – preposition/subordinating conjunction
4. Discussion

4.1. Overall usage of lexical bundles

In general, no prominent differences were found between the NS and NNS batches in terms of the number and frequency of lexical bundles used. This result is not surprising when it comes to academic, professional writers. Previous studies that found differences when analyzing this aspect were conducted on a different sample of participants, comparing authors of different ages and proficiency levels.

4.2. Structural analysis of lexical bundles

The structural analysis of the bundles confirmed previous findings in two ways. Firstly, all the authors, regardless of the NS versus NNS dichotomy, used phrasal bundles to a much greater extent than clausal ones, which is a pattern characteristic for academic prose. This finding is in line with those of Biber, Conrad & Cortes (2004) and Pan, Reppen & Biber (2016). Secondly, when comparing the NS and NNS batches, it was found that native authors use more phrasal and less clausal bundles than the average non-native writer. These findings are in line with those of Pan, Reppen & Biber (2016) and Güngör & Uysal (2016).

When trying to explain these results in the context of L1 expert writers versus L1 novice/L2 learners and professionals, other authors, such as Parkinson & Musgrave (2014), suggest that a higher usage of phrasal as opposed to clausal bundles acts as an indication of an author's higher proficiency level. In line with Pan, Reppen & Biber's (2016) findings, who compared L1 and L2 professionals, we can confirm that these differences are visible at the expert level as well, but in a very subtle manner. Thus, if we consider a greater usage of phrasal as opposed to clausal bundles as an indicator of transition to linguistic expertise, native writers seem to be in advantage over their non-native peers, even in the context of such highly proficient authors.
4.3. Functional analysis of lexical bundles

In line with the results of the structural analysis, the functional analysis' results support previous findings as well. Both the NS and NNS batches show the same pattern of usage identified by Biber, Conrad & Cortes (2004), who discovered that among the three categories (namely discourse organizers, stance bundles and referential expressions), when used in academic prose, referential bundles represent the most commonly used functional type of bundles, the difference between this and the other two categories being quite extreme. When it comes to usage of the other two functional categories, stance bundles and discourse organizers, both batches used more of the discourse than stance bundles, as opposed to the pattern found by Biber, Conrad & Cortes (2004). The difference between these two categories is less pronounced than that between them and the referential expressions. Stance bundles refer to attitudes, modality, intention, prediction, obligation or ability, while discourse organizers are used as means of topic introduction or elaboration. Hence, it seems that regardless of the native language, academic writers focus more on presenting to the reader the interconnectedness of their ideas, the structure, coherence and cohesion of their texts than on providing more subjective, personal judgements and establishing a closer relationship with the reader.

When it comes to comparing the NS and NNS batches, as was found in studies by Pan, Reppen & Biber (2016) and Chen & Baker (2010), native writers used more referential expressions than their average non-native peers. The most interesting result in this category concerns the difference between the usage of subject-specific expressions – 26 for the NS and only 5.2 for the average NNS batch. Biber, Conrad & Cortes (2004) define referential bundles as those serving the purpose of emphasizing a particularly important entity. Thus, it could be argued that native writers are more oriented towards placing the subject of their studies into a wider context of the field in question. In this way, the native authors manage to orient the readers in a broader area, while at the same time keeping them focused on a specific issue.
4.4. Word frequency analysis of the corpora

The results of the word frequency analysis in the NS and NNS batches show that 74% of the most frequent words are shared between the two when including the function words, while 47% are shared when looking only at the content words. This is not a surprising finding, as function words are used as a means of providing cohesion and structure, an aspect in which both the native and non-native academic authors tend to excel at. When focusing on the content words, the ones that are shared between the NSs and NNSs are mainly either subject-specific (e.g. corpus, communication, English, language, linguistic, native, speakers, texts, words) or research-specific (e.g. analysis, example, participants, model, number, point, research, study). As the subjects of the texts gathered in the corpus differ, this result can be said to be in line with expectations. It can also indicate that both the native and non-native writers think in the same direction when presenting their study in general to the readers. It would be interesting to analyze this aspect in a corpus built of texts belonging to other disciplines and see if the findings can be generalized across them.

4.5. POS tag analysis of the corpora

Comparing the NS and NNS batches in terms of word category usage, it is evident that all parts of speech are used to a comparable extent and in similar degrees, except for the plural noun forms and both coordinating and subordinating conjunctions. These POSs are used by the native authors to a greater degree than by their non-native peers, the difference being more salient when it comes to subordinating conjunctions and subtler when looking at the coordinating conjunctions and plural nouns. When looking further into the differences between batches in the use of conjunctions, it was found that the NSs use not only a greater number of conjunctions but also a wider range of items. While the difference in the usage of plural noun forms might be attributable to purely stylistic preferences, the more extensive and diverse usage of both coordinating and subordinating conjunctions by the native authors might be an indication of a difference in the way they realize cohesion. The NSs might prove to be in a slight advantage over the NNSs in this aspect.
5. Conclusions and limitations

The results of the investigation into the native and non-native authors’ corpora are aligned with those of previous research – differences were found in the use of structural and functional lexical bundles, as well as in the distribution of parts of speech. Thus, it can be concluded that the hypothesis posed at the beginning of the research has been proved to be valid – however subtle the contrast, the scientific writings of native academic professionals do differ from those of their non-native peers.

It is necessary to highlight, however, some limitations of this research, which might have exerted an influence on the results. First, the corpus used is relatively small in size; second, information on the editing process of all of the texts comprised in the corpus was not included in the analysis: if considered, such information might have led to different interpretations. Also, the results cannot be generalized to other disciplines.

Taking into account the results and limitations of this research, further research suggestions can be proposed. It would be interesting to repeat the study applying the same methodology on a larger corpus, which would also make the results more significant statistically. Also, in order to make the conclusions more generalizable, the study could be recreated in the context of other disciplines.
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Appendix

List of articles used for building the corpus:

The native-speaker batch (English):


The non-native speaker batch (Croatian):


**The non-native speaker batch (German):**


The non-native speaker batch (Italian):


The non-native speaker batch (Polish):


Lew, R. (2012). The role of syntactic class, frequency, and word order in looking up English multi-word expressions. Lexikos, 22, 243-260.


**The non-native speaker batch (Spanish):**


